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Abstract

Effective communication necessitates meticulous crafting of messages to elicit
desired responses from recipients. We introduce transsuasion (trans = carrying
across, suasion = the act of persuading), a novel task of transforming non-persuasive
language into persuasive content while preserving semantic meaning. This ap-
proach extends beyond natural language generation or popularity prediction to
directly influence behavioral outcomes. To construct data for transsuasion, we lever-
age natural experiments, utilizing pairs of tweets from the same user, posted in close
temporal proximity, with similar semantic content but divergent wording and sig-
nificantly different like counts. Given such pairs, we investigate consistent patterns
determining which version garners more likes and explore methods to transsuade
the lower-performing version to the higher-performing one. Our findings indicate
that Large Language Models (LLMs) outperform random baselines in this task, with
persuasiveness correlating positively with model size. Notably, targeted training
using synthetic and natural datasets significantly enhances smaller models’ persua-
sive capabilities, challenging scale-dependent assumptions. In response to growing
concerns about the societal impacts and risks of LLMs, quantifying and monitoring
their persuasive power becomes crucial. To address this need, we introduce Per-
suasionBench and PersuasionArena, the first benchmark and arena containing
a battery of tasks to measure the persuasion ability of generative models auto-
matically. Using these frameworks, we benchmark the performance of traditional
LLMs and our newly developed models for persuasiveness. We invite the commu-
nity to explore and contribute to PersuasionArena and PersuasionBench, available
at https://behavior-in-the-wild.github.io/measure-persuasion, to ad-
vance our understanding of AI-driven persuasion and its societal implications.

1 Introduction

Optimizing communication has been a longstanding focus in persuasion research where commu-
nication is defined as “Who says what to whom in which channel at what time with what effect.”
[Shannon and Weaver, 1949, Lasswell, 1948, 1971]. Extensive research has examined the relative
influence of each component (the Ws) on optimizing the receiver behavior: the communicator [Eagly
and Chaiken, 1975, McPherson et al., 2001, Petrovic et al., 2011], the message content [Tan et al.,
2014, Danescu-Niculescu-Mizil et al., 2012, Gerber et al., 2016], timing [Newstead and Romaniuk,
2010, SI et al., 2023], communication channel [Mohr and Nevin, 1990, Danaher and Rossiter, 2011,
Kollmann et al., 2012], and the receiver [Lukin et al., 2017, Carver et al., 2000, Longpre et al., 2019].
Large Language Models (LLMs) have demonstrated proficiency in content generation and, more
recently, in human persuasion through the production of persuasive content [Durmus et al., 2024]. The
development of such systems that are capable of generating verifiably persuasive messages presents
both opportunities and challenges for society. On one hand, such systems could positively impact
domains like advertising and social good, such as addressing vaccine hesitancy [Sekar, 2021, Moore,
Thomas, 2021]. Conversely, these systems could have detrimental effects if used to influence political
inclinations [Tappin et al., 2023], propagate misinformation [Lukito, 2020], or manipulate consumer
choices [Boerman et al., 2017]. Given these potential societal impacts, it is crucial to develop rigorous
methods for studying, measuring, benchmarking, and monitoring the persuasive capabilities of AI
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Figure 1: A few samples showing Transsuasion. While the account, time, and meaning of the samples remain
similar, the behavior (likes) over the samples varies significantly.
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Figure 2: A few samples showing Transsuasion using our model. The left part contains original low-liked tweet,
and the right contains the transsuaded version of the tweet. More such examples are given in Listings 1-3.

models. This paper introduces the first set of benchmarks and computational methods for assessing
the persuasive effect of content, isolated from other factors of communication (speaker, audience,
channel, and timing). Thus, our work provides a foundation for automated scientific evaluation of
AI-generated persuasive communication.

In persuasive communication, we distinguish between and quantify the impact of linguistic semantics
and form on persuasive efficacy. Langer et al. [1978] demonstrated the effects of these elements
on behavior in a seminal field experiment. Famously, they found that these three versions of the
same request yielded significantly different effects on the responders: A: “I have 5 pages. May I
use the Xerox machine?” (60% of the responders agreed), B: “I have 5 pages. May I use the Xerox
machine because I need to make copies?” (93% compliance), and C: “I have 5 pages. May I use
the Xerox machine because I am in a rush?” (94% compliance). While requests A and C convey
different semantic content resulting in disparate persuasive outcomes, requests A and B demonstrate
how subtle variations in phrasing can yield substantial differences in effectiveness despite similar
underlying meanings. Similarly, Kahneman [1979], Tversky and Kahneman [1981]’s Nobel-prize
winning work showed that framing a medical intervention positively ("Saves 200 people out of
600") significantly increased preference compared to negative framing ("400 people will die out of
600"), despite identical underlying statistics. Likewise, using LLMs, one can generate persuasive
messages for a certain audience on a certain channel by highlighting different aspects of the same
issue (semantics-based persuasion), or by refining the phrasing to make it more persuasive (form-
based persuasion), or a combination of both. The degree to which the LLM can change the content
can be measured and controlled by the degree of autonomy of the LLM [Hancock et al., 2020].

While much research has been done in persuasion, most work is around detecting persuasion [Rogers
and Norton, 2011], classifying strategies leading to persuasion [Kumar et al., 2023, Habernal and
Gurevych, 2016, Luu et al., 2019] and explaining the contribution of different factors leading to
persuasion [Lukin et al., 2017, Danescu-Niculescu-Mizil et al., 2012, Tan et al., 2014, Borghol et al.,
2012, Simmons et al., 2011]. Limited attention has been given to generating persuasive content
[Khandelwal et al., 2024, SI et al., 2023, Moorjani et al., 2022, Lei et al., 2022], and the concept of
transforming non-persuasive content into persuasive content (‘transsuasion’) remains unexplored.
Consequently, there is a notable absence of datasets, literature, and computational models addressing
the effectiveness of generated persuasive content, various types of transsuasion, and techniques
to transsuade text. Our study introduces the task of transsuasion, a methodology for leveraging
natural experiments to construct datasets to learn persuasiveness, and presents testing paradigms
for measuring persuasive capabilities (PersuasionBench and PersuasionArena). We also propose
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computational approaches to address the task of increasing the persuasiveness of content. We cover
each of them next.

The Transsuasion Task: We define transsuasion as the transfer of content from one behavioral
outcome to another (e.g., an increase in views, clicks, likes, or spending). Transsuasion is analogous
to other transfer tasks like machine translation (content transfer between languages) and style transfer
(content transfer between styles). In transsuasion, as in other transfer tasks, all factors except the
target variable remain constant. For instance, in machine translation and style transfer, meaning
remains constant. Similarly, in transsuasion, factors such as sender, receiver, time, and channel remain
unchanged while the behavioral outcome is modified. A few illustrative examples for transsuasion
are provided in Figures 1, 2 and Listings 1-3. Unlike bidirectional tasks such as machine translation
and style transfer, transsuasion typically operates unidirectionally, aiming to enhance behavioral
outcomes. Exceptions may occur in contexts promoting resistance to persuasion [Abelson and Miller,
1967, Quick and Stephenson, 2008].

Constructing Transsuasion Data via Natural Experiments: Ideally, to study transsuasion, we
would need two identical scenarios differing only in the message (while keeping other Ws constant),
leading to two different behavioral outcomes (e.g. an increase in likes). While such perfect controlled
experiments are impractical at scale, social media networks offer opportunities for analogous natural
experiments [Dunning, 2012, Wang and Culotta, 2019, Tan et al., 2014]. Particularly, we leverage the
common occurrence of social media accounts posting multiple versions of similar content within short
time intervals, approximating controlled experimental conditions. Our data construction methodology,
illustrated in Fig. 3, involves: (1) Filtering tweets from the same account, (2) Matching content
through semantic embedding-based cosine similarity and Levenshtein distance, (3) Ensuring temporal
proximity between paired tweets. Examples of such paired samples are illustrated in Fig. 1 and
Listings 1-3.

Testing Persuasiveness of LLMs: We design a battery of tasks to test any model’s persuasion
capability and introduce PersuasionBench, an open benchmark dataset, and PersuasionArena, an
open platform for evaluating an LLM’s persuasion capabilities. The tasks in PersuasionBench and
PersuasionArena test the generative and simulative persuasion capabilities. The simulative persuasion
tasks measure the capability of simulating behavior on a given content and deciding which version
of a message will perform better for a given audience, sender, channel, and time. The generative
persuasion tasks are designed to measure the capabilities to generate persuasive content and increase
the persuasiveness of a content. The generative persuasion tasks differ in the degree of autonomy
given to the generative model where the model can transsuade text while keeping everything else
constant, transsuade text and image, transsuade only image, and transsuade content by highlighting
different aspects of an issue (e.g., the following iPhone ads: “You will lose power before it will”,
focussing on battery life, vs., “Hollywood in your pocket”, focussing on the camera). See Fig. 1,
Fig. 2, and Listings 1-3 for more such examples.

Testing in PersuasionBench and PersuasionArena is done in four regimes: (1) using conventional
performance metrics like BLEU, ROUGE, BertScore, accuracy, etc., (2) Oracle-LLM-as-a-judge,
(3) Human-as-a-judge, and (4) domain-shift tasks. The test set is composed by holding out all samples
of a number of randomly chosen accounts (company-stratified sampling) (unknown sender as per
the communication framework) and time after a certain date (time-stratified sampling) (unknown
time). The conventional performance metrics measure how closely a model’s predictions match
with the ground truth observational data on held-out test set. For example, in simulative persuasion
tasks, a model’s predictions of a content’s engagement is matched with the ground truth using
accuracy as the evaluation metric. Similarly, in generative persuasion tasks, the model’s transsuaded
content is evaluated with respect to the ground truth higher-engagement content through metrics like
BLEU, ROUGE, etc. The LLM-as-a-judge and human testing paradigms allow the evaluation of
open-ended generations [Zheng et al., 2024]. For example, there could be multiple ways to improve
the performance of a low-performing tweet, but the ground truth higher-performing tweet will only
be one of the many such realizations. Finally, domain shift tasks help in testing whether persuasion
capabilities developed in one domain, e.g. making tweets more persuasive, extend to similar abilities
in another domain, e.g., making web-blogs more persuasive.

Learning Persuasion: Recently, through human studies, Durmus et al. [2024] demonstrated a
positive correlation between an LLM’s size and the human perceived persuasiveness of the generated
content. However, our study challenges this scale-dependent assumption. We propose an instruction
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fine-tuning approach helping to enhance the persuasiveness of smaller language models, enabling
them to surpass much larger models (13-100x) such as GPT-3.5 and GPT-4 [OpenAI, 2023]. This
finding suggests that persuasive capability is not necessarily a function of model scale and can be
achieved through targeted training of smaller language models.

Our paper makes the following contributions:
1. We introduce the concept of transsuasion, defined as the task of transferring content from

one behavioral outcome to another while holding the other conditions like speaker, audience, and
time constant. This task brings forth a long-standing topic of importance in the fields of rhetoric,
communication, the sociology of language, and marketing [Druckman, 2001]. While previous studies
have highlighted the impact of content choices on persuasion success [Althoff et al., 2014, Langer
et al., 1978, Berger and Milkman, 2012, Borghol et al., 2012, Simmons et al., 2011], ours is the first
one to focus on transforming low-engagement content to high-engagement content.

2. We develop techniques to harness data from natural experiments, constructing a dataset for
transsuasion, encompassing 8 types of transsuasion differing in the degree of autonomy given to
the generative model (covered in §2, Fig. 3). Collecting 180 million tweets, we apply our proposed
methodology to create a dataset of 1.57 million transsuasion pairs.

3. We introduce PersuasionBench and PersuasionArena (§3), the first automated benchmark and
arena to evaluate a generative model’s persuasiveness. We cover two capabilities crucial to measuring
persuasiveness: simulative capabilities covering the ability to simulate behavior over content and
generative capabilities covering the ability to generate behavior conditioned content and the ability to
transfer a content from low-engagement to high-engagement. Our evaluation framework employs four
distinct regimes of testing: conventional metrics, Oracle-as-judge, Human-as-judge, and domain-shift
tasks.

4. We develop an instruction fine-tuning regime demonstrating that smaller LLMs can surpass the
persuasion capabilities of much larger LLMs (§4). Further, we show that training on synthetically
generated explanations of why a tweet might perform better than another tweet further helps increase
the persuasion capability of LLMs beyond just the ground-truth instruction data.

2 Harnessing Natural Experiments To Identify Transsuasion Pairs In The
Wild

Our transsuasion dataset was constructed by first gathering 10135 Twitter usernames from the
Wikipedia Knowledge graph [Vrandečić and Krötzsch, 2014], focussing on entities categorized as
‘business’ or ‘enterprise’ [Khurana et al., 2023]. We focus on such organizational accounts due
to their primary function of marketing products and services, which typically remain relatively
consistent over time. This consistency allows brand marketers to experiment with various messaging
strategies, resulting in differential audience engagement rates. Subsequently, we conducted Google
searches to gather a list of all associated accounts for these companies. For example, for Adobe, this
encompassed accounts like Adobe, Adobe Photoshop, Adobe Lightroom, Adobe Experience Cloud,
and so forth. This step also helped us retrieve various geographically related handles of the same
company. For example, for ‘Starbucks’, we get ‘StarbucksEMEA’, ‘Starbucks_SA’, ‘StarbucksAu’,
‘StarbucksIndia’, ‘StarbucksIE’, ‘StarbucksUK’, ‘StarbucksCanada’, etc.

Utilizing the Twitter API, we retrieved tweets posted by these enterprises from 2007 until the API’s
closure in January 2023, yielding 180 million tweets over a 17-year period. From this set, we remove
all tweets which start with ‘@’ as these represent reply-tweets and do not produce much engagement.
This leaves us with 79 million tweets. Thereafter, we excluded tweets posted before 2015, resulting
in 46 million remaining tweets. This step was taken to ensure the dataset’s relevance to contemporary
language. We then applied additional filters to remove tweets with less than five words and those
with fewer than four likes, leaving 22.2 million and 13.2 million tweets, respectively. These filtering
criteria aimed to enhance the dataset’s quality by prioritizing substantive and engaging content. Fig. 3
shows a schematic representation of the process followed to prepare data for transsuasion.

To further curate the dataset, we employed a rigorous username filtering process. We removed
usernames that had posted less than 100 tweets in total or more than 10 tweets per day, as these
patterns could indicate automated or irregular posting behavior. Using Deberta [He et al., 2020], we
classify tweets as news-like and excluded usernames that shared links categorized as "news" more
than 20% of the total tweets posted by them. This reduced the dataset to 8.9 million tweets and
was necessary since news content has a significant correlation between time and likes difference.
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Thereafter, we employed LLaMA-3-70B [AI Meta, 2024], to classify usernames as belonging to a
company, organization, group, person, or other categories based on the account’s username and its
description (Listing 22). This process yielded 2,357 usernames, with 217 classified as “organization”
or “other”, corresponding to 4 million tweets. To further refine the dataset, we conducted manual
filtering of the “organization” and “other” categories, ultimately arriving at a final set of 2,245
usernames and 3.9 million tweets. Finally, while creating train and test instructions, we replaced all
usernames in the tweets with the placeholder <USERNAME>, URLs with <HYPERLINK>, and
emojis with their textual equivalents to facilitate downstream analysis and processing. The next steps
include defining tasks and making data for each task.

Motivated by real-world use cases, we define several different types of transsuasion, e.g., of converting
low-performing text to high-performing text, adding images to increase engagement, and changing
images to increase engagement. Table 1 lists the types. For the task of transsuasion, we need a pair
of variants, such that both variants have a similar meaning and are released in the same timeframe
from the same account, but one sample performs lower than the other sample. Therefore, for all the
transsuasion tasks, we make pairs from the same username such that the tweets within the pair do
not differ by more than 45 days from each other, and have a certain threshold of content similarity.
Content similarity is measured differently for different tasks: for text similarity, we use Twitter4SSE
[Di Giovanni and Brambilla, 2021], for edit distance, we use the ratio of the number of character-level
edits (additions and deletions) and the sum of the length of both the strings, and for media similarity,
we first verbalize media using captions extracted from LLaVA-13B [Liu et al., 2023, Bhattacharyya
et al., 2023], then we use PromCSE [Jiang et al., 2022] to calculate their similarity. Twitter4SSE
is trained on tweets and provides better tweet-tweet similarity capabilities than other methods like
BERT [Di Giovanni and Brambilla, 2021]. PromCSE, since being trained with contrastive learning,
showed better performance in finding better matches than other methods like sentence embeddings.
We remove samples whose content difference between the pair is less than 5 characters and we limit
a tweet to occur in a maximum of 20 pairs in the entire data. Thus, we create a dataset of size 1.579
million transsuasion pairs of the type (T1,T2) where T1 and T2 are semantically similar tweets by the
same author posted in a short amount of time to each other, and T2 gets more likes than T1. We also
find that time and like differences between T1 and T2 do not exhibit a significant correlation; hence,
no correction was done to account for the time difference between the two tweets. We present the
results of this analysis in §F.

Further, we also create data for transcreation. The primary observation for creating transcreation
data samples is that different accounts belonging to the same company have different audiences
(e.g., Samsung, SamsungIndia, SamsungKenya, SamsungCanada, SamsungMobileUS). Therefore,
we can create transcreation pairs using semantically similar tweets posted by different accounts but
getting high engagement with respect to the audience of at least one account. We use a heuristic to
collect all such sub-accounts: these companies cross-post with different handles while often using
the same hashtags (e.g. Samsung uses: #Samsung, #AwesomeIsForEveryone #GalaxyAI), mentions
(e.g., @Samsung, @Celebrity), and URL Domains (e.g., https://www.samsung.com/*). We extract
keywords, links, hashtags, and mentions from the tweets and create a Bag-of-Words for each account.
Next, we compute Jaccard’s similarity between the bag of words created for each username. We filter
out the usernames that have a similarity lesser than a threshold of 0.7 (decided by manual verification).
For the residual usernames, we employ GPT-4 such that we give it the residual usernames and, out of
the residual ones, ask it to select the most similar usernames to the filtered usernames (Listing 24).
Once we have this set, using GPT-4, we filter the usernames that target different countries. This
process results in 135,000 unique pairs.

3 Measuring Persuasiveness: PersuasionBench and PersuasionArena

Recently, multiple research studies have been carried out to assess and compare the persuasiveness of
LLM-generated content against human-generated content, as well as examine how the persuasion
ability scale with models’ sizes and capabilities [Durmus et al., 2024, Karinshak et al., 2023, Matz
et al., 2024, Salvi et al., 2024]. These efforts are crucial from the perspective of ethically devel-
oping these large AI models and controlling and channeling their impact on society [Palmer and
Spirling, 2024, Durmus et al., 2024]. However, an automated benchmark for measuring and ranking
LLMs’ persuasiveness has been lacking. To address this gap, we introduce PersuasionBench and
PersuasionArena, the first comprehensive benchmarks for automatically evaluating LLMs’ persuasive
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Transsuasion
Type Username Media Filter Link Match Cosine

Match
Edit

Distance
∆ Likes

Percentile Input Output #Samples

Refine text (Ref) Same No Images No >0.8 - 40 T1 T2 265k
Paraphrase (Parap) Same No Images No >0.6 >0.6 40 T1 T2 163K
Transsuade and Add

Image (AddImg) Same Image only on
o/p side No >0.6 >0.6 40 T1 T2, I2 48k

Free-form refine with text and
optionally visual content (FFRef) Same Image on either

or both sides No >0.8 - 40 T1,I1 T2,I2 701k

Free-form paraphrase with text and
optionally visual content (FFPara) Same Image on either

or both sides No >0.6 >0.6 40 T1,I1 T2,I2 24k

Transsuade Visual Only (VisOnly) Same Image similarity > 0.7 No - - 40 T1,I1,T2 I2 68k

Transsuade Text Only (TextOnly) Same Image on o/p side
or both sides No >0.8 - 40 T1,I1,I2 T2 69k

Highlight Different Aspects
of Context (Hilight) Same Images Ignored Yes >0.6 >0.6 40 T1,Con1,I1 T2,I2 241k

Transcreation (TC) Different Images Ignored No 0.8 - 40 T1,U1,I1,U2 T2,I2 135k

Table 1: Types of Transsuasion. The table lists the different types of transsuasion as motivated by different
real-world use cases, for example, transsuading just text or just image, transsuading text and media, adding media
to increase likes, transsuasion by highlighting different parts of a source document, etc. The columns Input
and Output denote the input and output for the respective tasks. Variables in italics denote optional variables.
The column Likes Percentage denotes the minimum relative difference in likes between the samples of the pair.
(T1,I1) denote the behaviorally worse tweet text and image and the corresponding better version is denoted
by (T2,I2). Con denotes the webpage context as extracted from the link given in the tweet and U1, U2 denote
the source and target usernames, respectively. Only the first 150 words are extracted from the webpage link
consisting of webpage title, description (if any), and keywords (if any) and passed as context to the models. For
images, we pass the LLaVA [Liu et al., 2023] generated captions and keywords to the models. §B gives more
details about the various types.

capabilities. We measure persuasiveness using five capabilities: simulating behavior for a content,
generating content conditioned on behavior, the ability to distinguish low and high-engagement
content while having the same meaning and other factors determining engagement, converting a low
engagement content to a high-engagement one while holding other factors constant, and finally, the
ability to change content for different audiences. We cover each of them next.

(1) Behavior Simulation (BS): Behavior simulation measures the ability to simulate behavior for a
certain content, speaker, and time (Listing 4). This task is motivated from the work by Khandelwal
et al. [2024]. We input the account name, time, and tweet and ask the model to simulate the like
percentile the tweet is going to receive. The idea behind this task is that a model which is able to
generate persuasive language should have simulation capabilities as well such that it is able to evaluate
the effectiveness of its own generation. We evaluate BS in three regimes: random, new-account,
and new-time. Behavior simulation over new accounts measures a model’s capabilities to simulate
behavior over accounts not seen during training. Similarly, new-time measures a model’s capabilities
to simulate behavior over (future) time unseen during the training. The random setting samples tweets
and accounts randomly. While the settings new-account and new-time can be evaluated for any model
but can be conclusively verified only for those models whose datasets are known or open-source. The
test set contains 9k, 23k, and 10k tweets, respectively, for new-brand, new-time, and random sets. All
the test sets are balanced, and we use accuracy to report the results.

(2) Content Simulation (CS): Content simulation measures the ability to simulate content conditioned
on certain speaker, time, and given behavior (Listings 6-7 for keyword, image, and webpage prompted
generations) [Khandelwal et al., 2024]. This task is converse of the BS task. We input the account
name, time, and the required number of likes and ask the model to generate the tweet which can
achieve that. We measure this capability in three settings where, other than expected likes, account
name, and time, we give the following to generate the tweet: Keywords (Key), image description
(Img), and webpage (Web). For our test set, we have the three subsets: brand, time, and random.
The breakdown is as follows: Keyword to tweet and Image to tweet both contain 12k, 25k, and 10k
tweets for brand, random, and time test-splits, respectively, while Webpage to tweet test-set contains
2.3k, 4k, and 1k samples. We evaluate the content simulation task in three ways: BLEU, ROUGE,
and BERT-Score to check lexical match with the ground truth, 5-shot GPT-3.5-Turbo as a judge
for quality and instruction following-ness like maintaining Brand identity, and Oracle as a judge to
check if the generated tweet can bring the performance which it is conditioned for. We cover the
Oracle-as-judge paradigm below, along with the TS-GT task.

Transsuasion (TS): Transsuasion measures the ability of a model to transfer behavior from low
engagement to high engagement while retaining the other conditions of the input content, namely,
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speaker, time, and meaning. We measure this ability using 8 types of transsuasion defined in Table 1.
For each type of transsuasion, we measure the following abilities:

• (3) Comparative Transsuasion (TS-CT): In comparative transsuasion, we measure the ability
of a model to distinguish between two semantically close samples behaviorally (Listing 10). This
task is roughly analogous to the BS task. While BS focuses on predicting the likes percentile of a
single tweet given other variables as input, CT tries to differentiate between two tweets where other
variables are constant (meaning, time, account). The test set contains 8k, 13k, and 9k pairs of tweets
for brand, time, and random split. To eliminate positional bias [Zheng et al., 2024] when finding
which tweet performs better in a pair, we compute results on both pairs (T1,T2) and (T2,T1).

• (4) Generative Transsuasion (TS-GT): In generative transsuasion, we measure the ability of a
model to generate a high-performing variant from a low-performing variant while keeping the
semantics and speaker the same. For this task, we give the model a low-liked tweet variant T1
along with the speaker and time and ask it to generate a better variant (high-liked) T2′ for the same
speaker and time (Listing 12). We evaluate the performance of a model in the following ways:
1. NLP Evaluation: In NLP evaluation, we evaluate how close T2′ is with T2 using the lexical

match metrics, namely, BLEU-1, BLEU-2, ROUGE-1, ROUGE-L, and BERTScore. Since
tweets are short pieces of text, we restrict the BLEU and ROUGE metrics to BLEU-2 and
ROUGE-L, respectively. We evaluate this in 2 settings: 5-shot in-context-learning (ICL) and
2-iterations. 5-shot ICL using randomly sampled high-liked tweets helps to give more context
to the model for that speaker. In the 2-iterations approach, we give the generated tweet T2′ back
to the model and ask it to improve it further, thus generating T2′′. We evaluate the final T2′′

with respect to T2.
2. Oracle-as-a-judge for behavioral evaluation: While ground truth match measures the closeness

of T2′ with T2, T2 is not the only definitive ground truth for T1 since there could be multiple
ways to improve T1 that are lexically different from T2. Therefore, to evaluate a generation T2′
which might be semantically similar to T1 and T2 but lexically different from T2, we evaluate
it through an Oracle. We train an Oracle LLM (LLaMA-13B [Touvron et al., 2023]) on the
complete dataset, consisting of both the train and test sets using the best training regime obtained
in §4. Oracle is then asked to rate if T2′ is behaviorally better than T2. Following LMSYS
Chatbot Arena [Zheng et al., 2024, Chiang et al., 2024], we do this for all the competing models
and run a persuasion arena consisting of multiple competing models competing to get the best
scores from the Oracle. We also include the ground truth low, i.e., T1, and the ground truth high,
i.e., T2 in the competition as competing players and calculate their Elo-ratings. The idea is that
T1 and T2 would serve as the approximate baseline and topline players.

3. Human-as-a-judge for behavioral evaluation: Unlike other NLP and CV tasks where humans
are the topline for any model’s performance, behavior simulation is a relatively hard task for
humans. It has been shown in several studies that expert human opinions fare similar to non-
experts (e.g., [Tetlock, 2017, Collaborative, 2023]), and the opinion of the non-expert population
is just above a random coin toss for most behavioral tasks (e.g., [Tan et al., 2014, Isola et al.,
2013]). Therefore, human evaluation may help us get only some signal beyond chance about
the persuasiveness of a model. In order to make it easier for humans to compare persuasiveness,
we collaborated with a Fortune 500 company that released an application to more than 20,000
of its users to help compose and release automatically generated social media captions. We
collect upvotes and downvotes for all the generations, however they are not aware of each
other’s responses. Participants provided a brief idea for their post, and the assistant generated a
corresponding caption, 9 is the experiment protocol for reference. They could then upvote or
downvote the generated content and were prompted to select a reason for their feedback. Upvote
reasons given by the users included: "Prompt accurately interpreted," "High quality," "Great for
inspiration," "Production ready," and "Exceeds expectation." Downvote reasons included: "Poor
quality," "Irrelevant results," and "Unexpected content." Additionally, participants could provide
detailed feedback. For our analysis, we presented the LLM under test with the input prompt
and the generated output, asking it to classify whether the feedback was an upvote or downvote,
along with the reason. We also prompted the LLM to generate the feedback and calculated
the cumulative probability of the actual feedback provided by the participants. With support
from the community, we also plan to make a chatbot arena for measuring persuasion similar to
the LMSYS Arena for human evaluation and release Elo ratings calculated using humans as a
judge.
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(5) Transcreation (TC): In transcreation, we measure the ability of a model to generate a high-
performing variant from another tweet, but changing the audience* and keeping the meaning or
intent similar. For this task, we give the model a tweet variant T1 and speakers S1 and S2 and ask
it to generate T2, a high-performing variant for the target speaker. We follow the suite of tasks
in generative transsuasion, except this time, both the speakers go as input, rest of the conditions
remain the same (Listing 13). We also introduce two more metrics for measuring the capabilities of
personalization:

1. Locale Prediction: For a tweet T, predict the speaker S from 10 possible candidates from the
same brand (Listing 15).

2. Relative LogProbs: Given the set of all speaker candidates, measure the relative LogProbs for
the ground truth tweet and speaker (Listing 15).

PersuasionBench consists of BS, CS, TS-CT, TS-GT, and TC. These tasks require evaluation using
(slow-evolving) benchmark datasets and deterministic evaluation metrics. PersuasionArena consists
of TS-GT with evaluation from Oracle and Humans. These tasks require evaluation from judges.

We also assess models on their ability to transfer learn persuasion using three domain-shift tasks of
simulating key performance indicators of blog articles, simulating user preferences, and transcreation.
Transcreation and user preferences are already covered above.

Simulating the key performance indicators for a Fortune-500 company’s marketing blogs: In col-
laboration with a Fortune-500 company, we analyzed 2,187 blog posts to evaluate the predictive
performance of LLMs on key engagement metrics. We collected metadata for each post, including
title, author, publication date, tags, and estimated reading time. Two primary metrics were examined:
dwell time (average time spent on a blog) and views (number of unique viewers). These metrics
were categorized into three groups (low, medium, and high) based on percentile ranges of 30-50-20,
respectively. For dwell time analysis, we implemented a minimum threshold of 500 views to ensure
statistical reliability. The LLM’s task was to predict the performance category of a given blog post
using In-Context Learning (ICL) samples from the same author, thus testing the model’s ability to
generalize persuasive strategies across different contexts within marketing communications.

Model Size Training Behavior Simulation (BS) Comparative Transsuasion (TS-CT)
Random Brand Time Random Brand Time

Random 0-shot 33.3 33.3 33.3 50.0 50.0 50.0

Vicuna-1.5 13B 0-shot 33.5 33.6 33.1 40.1 42.1 48.1
5-shot 35.8 34.1 35.0 50.1 50.9 50.7

LLaMA-3-70B 70B 0-shot 36.9 38.2 37.3 51.3 47.2 52.6
10-shot 38.5 39.1 38.2 54.3 51.7 52.3

GPT 3.5 * 0-shot 32.5 31.2 31.3 44.1 46.5 45.9
5-shot 36.3 34.9 35.7 51.5 50.1 50.3

GPT-4 * 0-shot 37.5 37.2 37.6 53.1 52.2 53.7
10-shot 40.3 40.1 40.2 56.2 55.1 55.8

Ours (CS+BS) 13B 1.00 ep 62.2 57.9 59.2 77.9 76.1 77.5

Ours (CS+BS+TS) 13B
0.50 ep 56.8 51.6 50.5 73.3 64.5 64.9
0.75 ep 60.2 56.5 55.9 75.6 70.0 69.9
1.00 ep 61.3 57.8 59.4 80.9 77.3 78.2

7B 1.00ep 56.1 55.1 56.2 74.1 68.0 63.3

Ours Instruct 13B 1.00 ep 60.9 57.9 58.9 78.9 75.9 78.5
Oracle 13B 1.00 ep 68.5 66.4 67.9 82.3 81.2 80.7

Table 2: Results for Behavior Simulation (BS) and Comparative Transsuasion (TS-CT). The table reports the
accuracy of various models on unseen randomly sampled data, unseen accounts, and unseen time test sets. For
behavior simulation results, the tweets are divided into three bins based on their monthly likes percentiles: low
(0-30), medium (30-80), and high (80-100). For comparative transsuasion, the model has to tell which tweet
will get more engagement out of a pair of tweets (T1,T2). As we see from the table, our model trained with
CS+BS+TS performs better than all other models. Accuracy of both GPT-3.5 and 4 increases as the number of
shots increases, with the accuracy starting barely above the random baseline in 0-shot.

*Twitter has no audience targeting therefore one can assume that the speaker determines the demographic.
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Model Training Content Simulation (CS) Generative Transsuasion (TS-GT) Avg.
EloKey Web Img Ref Parap FFRef FFpara AddImg VisOnly TextOnly Hilight TC

Topline (T2) Natural 1276 1301 1276 1371 1321 1392 1390 1312 1331 1301 1318 1385 1357

Ours (13B) 1ep 1241 1279 1263 1287 1275 1243 1302 1298 1254 1290 1305 1136 1293
1ep, 3it 1245 1265 1259 1301 1271 1266 1297 1283 1248 1287 1310 1134 1304

Ours-Instruct (13B) 1ep 1256 1290 1273 1293 1274 1257 1308 1301 1261 1295 1320 1175 1299
1ep, 3it 1245 1273 1290 1276 1260 1262 1299 1298 1232 1289 1299 1185 1287

Ours (CS+BS) (13B) 1ep 1201 1177 1230 1193 1205 1169 1181 1177 1174 1223 1219 1178 1195

Ours (7B) 1ep 1095 1082 1121 1041 1040 1042 1102 1089 1091 1109 1001 987 1099

Vicuna-1.5-13B 3-shot 955 934 943 897 925 887 998 913 932 905 945 898 877

LLaMA3-70B 3-shot 1194 1181 1190 1186 1174 1201 1135 1184 1192 1180 1188 1137 1187

GPT-3.5 3-shot 1131 1092 1110 1051 1045 1033 1101 1083 1099 1074 1115 1078 1092

GPT-4 5-shot 1219 1238 1249 1204 1201 1188 1179 1187 1214 1199 1222 1191 1213
5-shot, 2it 1243 1247 1211 1205 1195 1183 1165 1192 1208 1201 1210 1194 1191

Baseline (T1) Natural 1015 1005 1011 1021 1032 999 978 1007 1020 1002 1025 954 979

Table 3: Results for generative transsuasion (TS-GT) evaluated with Oracle-as-a-judge. The table shows Elo
ratings of various models pitted against each other over multiple rounds. We find that the instruct version of our
model performs the best, followed by posts generated using 3-iterations through our model, and then followed by
GPT-4 5-shot-2-iterations. We find that multiple iterations increase the Elo ratings for the models. The baseline
and topline are tweets T1 (low-engagement tweet) and T2 (high-engagement tweet) from a transsuasion pair
(T1,T2).

4 Training An LLM To Learn To Persuade

In this section, we conduct experiments with the following aims:
(1) In their work, Durmus et al. [2024] find a clear scaling trend across model size and their persuasive
capabilities. In this experiment, we aim to show that with appropriate training, much smaller LLMs
can also surpass the persuasiveness capabilities of larger LLMs.
(2) We compare the contribution of different types of instruction tuning tasks in achieving transsuasion
capabilities. Khandelwal et al. [2024], SI et al. [2023] showed that behavior and content simulation
can help models learn much about behavior, including the capabilities to predict, explain, and optimize
behavior. They used BS and CS tasks. We compare models trained on BS and CS with models trained
on BS, CS, and TS tasks. We compare the capabilities of this model on BS, CS, and TS and also
other transfer learning tasks in the behavioral domain (like TC).
(3) Beyond instruction finetuning tasks generated using ground truth data, we test if synthetic data
helps in learning about behavior better. We generate synthetic explanations of why T2 is better than
T1 for a (T1,T2) pair using an LLM and train the same LLM with explanations along with the other
tasks. We then compare the performance of this model with the other models.

We start with Vicuna-1.5 13B [Touvron et al., 2023, Chiang et al., 2023] and instruction fine-tune it
with instructions created using 3 million unique tweets under the following settings:
1. Following Khandelwal et al. [2024], SI et al. [2023], we instruction fine-tune Vicuna-1.5 13B
model for content and behavior simulation tasks.
2. We fine-tune the Vicuna-1.5 13B model for the tasks of content simulation, behavior simulation,
and transsuasion (all types).
3. We developed a custom prompt (see Listing 23) to instruct Vicuna-1.5 13B to a) Generate
differences between tweet T2 (high likes) and T1 (low likes) for a given pair (T1, T2), b) Explain
potential reasons for T2’s superior performance compared to T1. The generated explanation (I) was
appended to 30,000 training samples, modifying the training data structure as follows: (1) for TS-GT:
(T1,I) with T2 as the output, (2) for TS-CT: (T1,T2,I). It is important to note that the explanation I
is used only in the training samples and is not provided during testing.

5 Results and Discussion

We compare the following models: GPT-3.5, GPT-4, LLaMA-3-70B, Vicuna-1.5-13B, and three vari-
ants of our model trained with different sample combinations (CS+BS, CS+BS+TS, and CS+BS+TS
with self-generated instructions). The results are given in Table 15 for behavior simulation and com-
parative transsuasion, Table 16 for Elo ratings calculated using tournament conducted with Oracle as
judge, Table 17 for content simulation, Table 14 for NLP metrics on generative transsuasion, Table 18
for results on generative transsuasion where we measure the proportion of tweets that improved or

9



became worse as compared to the original when transsuaded, Table 7 for the results on the human
evaluation benchmark, Table 8 for the results on the domain shift tasks of simulating views and dwell
time on Blog articles, and Table 9 for transcreation,.

We observe several notable trends. The model trained with synthetically generated instructions
consistently outperforms the one trained solely on ground truth instructions. Further, the instruct
model generally outperforms the one trained on only CS+BS instructions. Interestingly, LLaMA-70B,
despite being smaller, demonstrates performance comparable to GPT-4 on many benchmarks. We
observe that performance improves with an increase in the number of in-context examples, and
tweet quality enhances with multiple model iterations, typically converging around the third iteration
(Table 10). Notably, our instruct model not only outperforms GPT-4 on trained tasks but also
demonstrates equivalent or superior performance on unseen tasks, as evidenced in Tables 7 and 8,
which illustrate this transfer learning capability in human evaluation and Fortune-500 blog analysis,
respectively. Table 18 reveals an intriguing pattern: while GPT-3.5 and GPT-4 increase likes for
posts in low and medium bins, they decrease likes for high-performing posts. Our models, however,
maintain positive gains across all bins, albeit with diminished improvements in the high-performing
category. These findings underscore the robust performance and adaptability of instruction tuning
regime across various persuasive tasks and domains.

6 Conclusion

We introduce PersuasionBench and PersuasionArena as the first frameworks for evaluating the
persuasiveness of language models. These tools address the critical need to quantify and monitor
AI systems’ persuasive capabilities as their societal impact grows. Our frameworks assess four key
abilities: behavior simulation, content simulation, transsuasion, and transcreation. To support these
evaluations, we introduce ‘transsuasion’, a task transforming non-persuasive language into persuasive
content while preserving semantic meaning. We leverage natural experiments in social media to
construct a dataset of 1.57 million transsuasion pairs. Our analysis reveals that larger language
models generally exhibit greater persuasive abilities. However, we demonstrate that targeted training
using both synthetic and natural datasets can significantly enhance smaller models’ persuasive
capabilities, challenging the assumption that persuasive power is solely a function of scale. To
facilitate further research in this critical area, we are releasing our datasets, benchmark, and arena
to the scientific community, thereby enabling broader exploration of AI-driven persuasion and its
societal implications.
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Appendix

A Transfer Tasks

Machine Translation: Content1 + Lang1 + Meaning1 -> Content2 + Lang2 + Meaning1

Style Transfer: Content1 + Style1 (often associated with Creator-1) + Meaning1 -> Content2 +
Style2 (often associated with Creator-2) + Meaning1

Transsuasion: Creator-1 + Content1 + Behavior1 + Meaning1 + Audience1 -> Creator-1 + Content2
+ Behavior2 + Meaning1 + Audience1

Transcreation: Creator-1 + Content1 + Meaning1 + Audience1 (location1) + Behavior1 (=high) ->
Creator-1 + Content2 + Meaning1 + Audience2 (location2) + Behavior1 (=high)

Transcreation as Transsuasion: Creator-1 + Content1 + Behavior1 (=low) + Meaning1 + Audience2
-> Creator-1 + Content2 + Behavior2 (=high) + Meaning1 + Audience2

B Description of various types of Transsuasion

1. Ref (Refine Text) - In this type of transsuasion, the task is to change the text so as to increase
engagement. The input is content (text) without any media (T1), and the output is improved
content (text) without any media (T2). Meaning remains preserved in T1 and T2.

2. Parap (Paraphrase) - In this type of transsuasion, the task is to paraphrase the text so as to
increase engagement. The input is a content (text) without any media (T1) and the output is
an improved content (text) without any media (T2). The difference of this case from the Ref
case is that the text-text similarity is lesser but there is an added condition of edit-distance.
The edit-distance condition makes sure that at least some words from the original text are
reused where as text-text similarity makes sure that the meaning remains similar.

3. AddImg (Transsuade and Add Image) - One can increase the engagement of a content
by adding an image (or, in general, a media) to the content and rephrasing the content of
the tweet. In this type of transsuasion, given the original content with no image (T1), we
rephrase the content (T2) and add an image (I2).

4. FFRef (Free-form refine with text and optionally visual content) - In this type of transsuasion,
we convert the original content (with optional media file) (T1,I1) to a new content (again
with an optional media file) (T2,I2). Note that the case of just adding an image has already
been covered in AddImg.

5. FFPara (Free-form paraphrase with text and optional visual content) - In this type of
transsuasion, we convert the original content (with optional media file) (T1,I1) to a new
content (again with an optional media file) (T2,I2). Note that the case of just adding image
has already been covered in AddImg. FFRef is analogous to Ref, in the same way as FFPara
is to Parap. In FFPara, because of the edit distance criterion, we reuse some words from the
original content while keeping the meaning the same.

6. VisOnly (Transsuade Visual Only) - Here, the task is to generate a better image (I2)
conditioned on the original image (I1) and original (T1) and output (T2) text contents.

7. TextOnly (Transsuade Text Only) - This is analogous to VisOnly. Here, the task is to only
transsuade text while the original text (T1) and the original (I1) and output (I2) images are
given as input. The output is the transsuaded text (T2). The image (I2) given as input stays
constant.

8. Hilight (Highlight different aspects of context) - This type of transsuasion picks different
aspects of the text to show to the user. It tries to cover those cases where users may not
engage effectively with one aspect but may engage much more with another aspect. Here,
the context (Con) from which the content was generated goes as input, along with the content
(T1,I1) that has to be transsuaded. The output is the transsuaded content (T2, I2).

C Preparing Data For Transsuasion: Process Diagram
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Figure 3: A diagrammatic representation of the process followed to prepare data for transsuasion

D Results, Tables, Figures

Task Model Training BLEU-1 BLEU-2 ROUGE-1 ROUGE-L BERTScore

Web

Vicuna-1.5-13B 5-shot 22 7 12 9 22
LLaMA3-70B 5-shot 36 13 18 17 25
GPT3.5 5-shot 31 14 17 16 24
GPT4 5-shot 38 16 19 21 27
Ours (CS+BS) (13B) 1 ep 41 19 20 27 29
Ours (CS+BS+TS) (13B) 1 ep 48 23 31 36 32
Ours-Instruct (13B) 1 ep 51 27 31 38 35
Ours (CS+BS+TS) (7B) 1 ep 30 15 14 19 20

Key

Vicuna-1.5-13B 5-shot 19 6 11 8 20
LLaMA3-70B 5-shot 33 12 17 16 22
GPT3.5 5-shot 29 12 15 12 21
GPT4 5-shot 35 13 13 19 23
Ours (CS+BS) (13B) 1 ep 40 20 24 28 24
Ours (CS+BS+TS) (13B) 1 ep 43 21 29 33 28
Ours-Instruct (13B) 1 ep 45 23 30 29 27
Ours (CS+BS+TS) (7B) 1 ep 32 14 16 11 22

Img

Vicuna-1.5-13B 5-shot 24 8 13 10 23
LLaMA3-70B 5-shot 39 14 19 18 26
GPT3.5 5-shot 34 15 18 17 26
GPT4 5-shot 41 17 20 22 29
Ours (CS+BS) (13B) 1 ep 39 15 20 21 27
Ours (CS+BS+TS) (13B) 1 ep 50 24 32 37 33
Ours-Instruct (13B) 1 ep 49 23 34 38 35
Ours (CS+BS+TS) (7B) 1 ep 42 18 20 21 25

Table 4: Results for Content Simulation (CS). BLEU, ROUGE, and BERTScore on Content Simulation Tasks.
The table measures the performance of three tasks: KEY: Keyword to tweet, WEB: Webpage to tweet, IMG:
Image to Tweet. It can be seen from the table that our model performs the best, followed by GPT-4 and
LLaMA-3-70B.
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(a) This figure displays the distribution of the logarithm of the ratio of likes between two tweets in a
persuasion pair. The ratio is calculated by dividing the likes of the high performing tweet by the likes
of low performing tweet.

(b) This figure displays the distribution of the difference in likes between two tweets in a persuasion
pair.

(c) This plot shows the distribution of the log-transformed differences in likes across percentiles. The
y-axis represents percentiles from 0 to 100, while the x-axis displays the log of the differences in
likes.

Figure 5: xxx

18



Task Model Training BLEU-1 BLEU-2 ROUGE-1 ROUGE-L BERTScore

Ref

Vicuna-1.5-13B 5-shot 20 7 12 9 21
LLaMA3-70B 5-shot 34 13 18 17 24
GPT3.5 5-shot 31 14 16 15 22
GPT4 5-shot 37 15 14 20 25
Ours (CS+BS) (13B) 1 ep 36 16 19 22 28
Ours (CS+BS+TS) (13B) 1 ep 46 23 30 35 30
Ours (Instruct) (13B) 1 ep 47 23 31 34 32
Ours (CS+BS+TS) (7B) 1 ep 29 12 13 17 24

Parap

Vicuna-1.5-13B 5-shot 27 7 15 10 28
LLaMA3-70B 5-shot 48 15 24 22 31
GPT3.5 5-shot 42 16 19 21 28
GPT4 5-shot 54 18 22 27 34
Ours (CS+BS) (13B) 1 ep 39 12 19 21 29
Ours (CS+BS+TS) (13B) 1 ep 67 30 42 48 43
Ours (Instruct) (13B) 1 ep 42 29 37 30 34
Ours (CS+BS+TS) (7B) 1 ep 38 14 20 23 30

FFRef

Vicuna-1.5-13B 5-shot 21 6 11 8 20
LLaMA3-70B 5-shot 35 12 19 18 23
GPT3.5 5-shot 30 13 17 16 21
GPT4 5-shot 39 14 18 22 26
Ours (CS+BS) (13B) 1 ep 21 7 12 9 19
Ours (CS+BS+TS) (13B) 1 ep 49 24 31 36 31
Ours (Instruct) (13B) 1 ep 47 23 32 39 32
Ours (CS+BS+TS) (7B) 1 ep 30 11 14 18 25

FFPara

Vicuna-1.5-13B 5-shot 28 7 18 10 27
LLaMA3-70B 5-shot 49 16 25 24 33
GPT3.5 5-shot 43 15 21 19 30
GPT4 5-shot 57 19 24 31 36
Ours (CS+BS) (13B) 1 ep 29 9 16 14 24
Ours (CS+BS+TS) (13B) 1 ep 70 33 43 51 45
Ours (Instruct) (13B) 1 ep 52 26 34 37 35
Ours (CS+BS+TS) (7B) 1 ep 41 15 22 25 32

AddImg

Vicuna-1.5-13B 5-shot 29 12 19 12 29
LLaMA3-70B 5-shot 52 26 24 28 34
GPT3.5 5-shot 44 18 24 20 31
GPT4 5-shot 54 26 30 34 35
Ours (CS+BS) (13B) 1 ep 31 11 20 16 26
Ours (CS+BS+TS) (13B) 1 ep 74 33 43 51 44
Ours (Instruct) (13B) 1 ep 65 27 42 52 46
Ours (CS+BS+TS) (7B) 1 ep 45 19 26 27 33

VisOnly

Vicuna-1.5-13B 5-shot 37 13 22 29 43
LLaMA3-70B 5-shot 49 20 37 34 48
GPT3.5 5-shot 35 16 31 30 48
GPT4 5-shot 42 21 29 35 53
Ours (CS+BS) (13B) 1 ep 39 16 30 27 45
Ours (CS+BS+TS) (13B) 1 ep 45 22 39 35 50
Ours (Instruct) (13B) 1 ep 48 24 35 36 51
Ours (CS+BS+TS) (7B) 1 ep 38 15 27 29 49

TextOnly

Vicuna-1.5-13B 5-shot 25 10 15 10 28
LLaMA3-70B 5-shot 48 14 26 29 34
GPT3.5 5-shot 45 21 18 24 36
GPT4 5-shot 51 23 24 27 38
Ours (CS+BS) (13B) 1 ep 29 12 16 14 31
Ours (CS+BS+TS) (13B) 1 ep 52 24 23 30 41
Ours (Instruct) (13B) 1 ep 50 23 25 28 39
Ours (CS+BS+TS) (7B) 1 ep 41 19 18 21 33

Hilight

Vicuna-1.5-13B 5-shot 30 9 14 15 27
LLaMA3-70B 5-shot 41 15 23 26 33
GPT3.5 5-shot 38 17 20 25 32
GPT4 5-shot 45 19 22 29 36
Ours (CS+BS) (13B) 1 ep 33 12 18 20 29
Ours (CS+BS+TS) (13B) 1 ep 55 26 33 38 42
Ours (Instruct) (13B) 1 ep 53 25 31 34 38
Ours (CS+BS+TS) (7B) 1 ep 38 15 20 24 31

Table 5: Results of Generative Transsuasion (TS-GT) using NLP Metrics.
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Model Training ∆ Likes
Low Medium High Average

GPT-3.5 0-shot 31 15 -35 4
5-shot 38 16 -24 10

GPT-4 0-shot 44 23 -27 13
5-shot 47 28 -20 18

Ours (CS+BS) (13B) 1ep 34 19 -1 17
Ours (CS+BS+TS) (13B) 1ep 79 74 12 55
Ours-Instruct (13B) 1ep 77 71 32 60
Ours (CS+BS+TS) (7B) 1ep 61 48 -11 33

Table 6: Results on Generative Transsuasion (TS-GT) showing the proportion of tweets in each bucket (high,
medium, low likes) that improved or became worse after transsuasion as per Oracle-as-judge. We observe that
GPT-4 performs negatively in generative transsuasion for high-performing tweets, whereas the instruct model is
almost 3 times better at transsuading high-performing tweets compared to the base model.

Model Upvote/Downvote Reason Feedback
0-shot 5-shot

Vicuna-1.5-13B 45±4 49±3 31±4 -4.13
LLaMA3-70B 51±4 64±3 46±6 -2.99
GPT3.5 47±5 51±3 39±4 -4.02
GPT-4 54±3 61±2 45±5 -3.11
Ours (CS+BS+TS) (13B) 53±3 59±2 47±2 -2.11
Ours-Instruct (13B) 60±2 63±2 53±4 -1.99

Random 50 50 15 -

Table 7: Results for Human Eval. We compare LLM performance on modeling Human preferences through the
following tasks: (1) Upvote/Downvote: We prompt the LLMs 0-shot and 5-shot to classify whether a tweet
generated by a user would be upvoted or downvoted. (2) Reason: Given upvote or downvote, we give them
options of why the user upvoted/downvoted. These options are from the ground-truth comments provided by the
users. (3) Feedback: For users that provide detailed feedback, we measure the cumulative probability for the
reason. To calculate cumulative probability, we follow the same procedure as [Adiwardana et al., 2020]. We see
that our Instruct model is the best, closely followed by GPT-4 and our base model.

Model ICL Marketing Blogs
Views Dwell Time

Random 33 33

Vicuna-1.5-13B 5-shot 49.7 38.9

LLaMA3-70B 5-shot 59.3 43.2
10-shot 66.1 45.6

GPT-4 5-shot 64.7 47.2
10-shot 70.4 50.1

Ours (CS+BS) (13B)
5-shot

58.9 42.1
Ours (CS+BS+TS) (13B) 61.7 45.9
Ours-Instruct (13B) 68.8 50.9

Table 8: Simulating Views and Dwell Time on a Fortune-500 Company Blog. For both views and dwell time,
we measure the 3-way classification accuracy to classify the blog into either of the three classes: low, medium,
and high. We find that our instruct model while being much smaller than GPT-4, performs equivalently to it. It is
noteworthy that neither of the models are trained on this task. Thus, training on transsuasion tasks helps us not
only to improve on transsuasion tasks but also transfer on simulating behavior for unseen content.
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Model ICL Acc P(Target=T|Tweet)
Transcreation Random Transcreation Random

Random-Baseline Random 10 10 0.09 0.05

Vicuna-1.5-13B 0-shot 25 68 0.11 0.54
3-shot 27 72 0.13 0.61

GPT-3.5
0-shot 33 79 0.14 0.63
3-shot 37 81 0.21 0.67
5-shot 45 86 0.26 0.65

GPT-4
0-shot 49 87 0.19 0.82
3-shot 53 94 0.31 0.85
5-shot 58 96 0.33 0.87

Ours (CS+BS) (13B) 0-shot 37 67 0.13 0.66
3-shot 39 78 0.23 0.67

Ours (CS+BS+TS) (13B) 0-shot 47 71 0.16 0.65
3-shot 52 77 0.27 0.69

Ours-Instruct (13B) 0-shot 49 78 0.21 0.75
3-shot 54 81 0.36 0.83

Table 9: Few shot performance on demographic targeting: Transcreation accuracy measures the LLM’s perfor-
mance on predicting the correct username for a tweet from a set of username options and P(Target=T|Tweet)
is the relative cumulative probability of the tweet to be effective for the actual username. We calculate the
normalized probabilities following [Adiwardana et al., 2020]. We conduct this experiment in two settings (1)
Random, Where the options were choosen randomly (2) Transcreation, Where the set of options are from the
same brand but target different demographics. We observe that we perform consistently better than gpt3.5 and 4
for performant targeting.

Model K Failures N Success

Ours (CS+BS+TS) (13B)

1 1.92
2 3.65
3 3.87
4 3.89
5 3.89

GPT-4

1 0.51
2 1.03
3 1.11
4 1.11
5 1.11

Table 10: Saturation in the success rate reached when passing the same tweet again through a transsuasion model.
Here, K denotes the number of successive failures to transsuade after which we stop, and N denotes the average
number of Turns we could transsuade. We define a failure when the transsuaded tweet isn’t judged by the Oracle
to be better. Therefore, N Success is calculated as the average number of turns the model under test was able to
transsuade (increase likes) before K successive failures.
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E Transsuasion Examples
Listing 1: A few examples of transsuasion generated by our model

Username:
Southern Utah University
TextOnly:
T1: "Here are some things to do after finals this week. You’ve got this !

<HYPERLINK>"

T2: "Warm up this Winter Break at one of these 10 hot springs near Cedar City

<HYPERLINK>"

Generated: " It ’s #Christmas break , T−Birds! Are you staying on campus or going home?
Take a look here if you are staying

<HYPERLINK>"

−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
Ref:
Microsoft Partner
T1: "Use SEO ranking and web traffic trends to help improve your marketing efforts : <HYPERLINK> #msPartner"

T2: "Build a customer−centric website by choosing a modern website platform and doing keyword research : <HYPERLINK> #msPartner"

Generated: "Create compelling content and distribute it to the right people to boost your impact. #msPartner #SEO

Learn how: <HYPERLINK>"

−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
FFRef:
T1: "These stunning timelapse photos may just convince you about climate change. <HYPERLINK>"
Visuals of "An image of Australian bushfire , the fire covers most of the screen" "A visual of dirty ocean, with spillage of plastics "

T2: " Pictures that will convince you about climate change. <HYPERLINK>"
Visuals of "A farm on fire devoid of life " "A small lake under a glacier "

Generated: "WATCH. But do not WAIT. #ClimateChange <HYPERLINK>"
Visuals of "A realistic image of a fire in Australia with footmarks of a Kangaroo" "An image in two halves snow capped mountain on left and green

mountain on right "

−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−

T1: "Top tech purchases for older Americans :mobile :computer :desktop
See the 2020 Tech Trends report − <HYPERLINK>"

T2: "In the past year , 51% of older Americans say they bought a tech product . The top purchases :

−Smartphone (23%)
−Computer or laptop (12%)
−Smart television (11%)
−Tablet (10%)
−Smart home technology or device (12%)
−Wearable device (7%)

<HYPERLINK>"

Generated: "Technology is changing the way older Americans live , work and interact . Here are the top 5 tech trends to watch for 2020. <
HYPERLINK> #AARP"

−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
Parap:
Username: Maramani House Plans

T1: An elegant 2−story , 4 bedroom plan with spacious rooms for both guests and family creating a homely environment. <HYPERLINK>
T2: A simple 2−story Verandah and a 4 bedroom house design is all you will ever need! <HYPERLINK>
Generated: Unbelievable how an everlasting first impression is created in these charming 2 stories and 4 bedroom house designs <HYPERLINK>

−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
FFParap:

Username: BestBuy Canada

T1: WIN a Samsung curved LED monitor! \n\nQ4: How would YOU utilize this monitor to its full potential ? #SeetheDifference \n<HYPERLINK>
Visual : A Samsung computer monitor is on display in a store .

T2: #WIN a Samsung Curved LED Monitor by answering the following #SeetheDifference questions ! Q4: ... <HYPERLINK>
Visual : A Samsung computer monitor is on display in a store .

Generated: You are just a few questions away from #WINNING a Samsung Curved LED Monitor! Tell us how you will use it and #SeetheDifference \n<
HYPERLINK>

Visual : A Samsung computer monitor is kept on a table shining from above.

−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
AddImg:

Username: KFC_India

T1: Get ready to experience the ultimate chicken delight with our new #KFCChickenBurger. #FingerLickinGood #KFCIndia
T2: Get the all new juicy zinger ! #KFCChickenBurger. #FingerLickinGood #KFCIndia
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Image: A burger with cheese dripping from it and a coke with it . There is KFC logo on the image

−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
TextOnly:

Bulgari

T1: #Bulgari brand ambassador @eizamusica attended the 2022 Met Gala adorned with the Maison’s high jewelry diamonds − opting for a radiant
necklace with over 52 carats of diamonds and pairing it with earrings and a ring set . #BulgariHighJewelry #MetGala2022 #StarsInBulgari

I1 : The image features a beautiful woman wearing a white dress and a feathered accessory , possibly a boa, as she poses for the camera.
I2 : The image features a beautiful woman in a white dress , posing on a red carpet , and surrounded by paparazzi .

T2: #Bulgari brand ambassador @eizamusica and her jewelry diamonds. Thats all you need #BulgariHighJewelry #MetGala2022 #StarsInBulgari

−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
Hilight
Con: Dell Technologies Forum 2023: Empowering Innovation Join us at the Dell Technologies Forum 2023, a premier event that brings together

innovators , thought leaders , and experts to share knowledge and showcase the latest advancements in technology . This year’s theme is "
Empowering Innovation" − exploring how technology can drive progress and transform industries along with VMware. Date: March 15−17, 2023
Location: The Leela Ambience Convention Hotel, New Delhi Key Highlights : 1.

Username: DellTechIndia

T1: Few days away from the first −ever #DellTechForum in India . Looking forward to a host of keynote speakers , subject matter experts , engaging
sessions , and much more across four cities . Have you registered yet?

Find one near you: <HYPERLINK> #IndiaMakeItReal <HYPERLINK>’

T2: Together , Dell and VMware are transforming how organizations deploy, manage and support PCs. Explore how Dell and VMware are working together
to provide a modern approach to deployment. Register for #DellTechForum India ,Bengaluru.

<HYPERLINK> #IndiaMakeItReal <HYPERLINK>

Generated: Hurry up and tune in to see how Dell and VMware are working together in the modern era of deployment :eyes #DellTechForum India <
HYPERLINK> #IndiaMakeItReal <HYPERLINK>

−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
Username: DellTechIndia

T1: Snap your during & after −work pictures in #TwoKaDum #contest & #win yourself a Dell Sound bar. View T&C: <HYPERLINK>’
T2: Show how you keep up with your profession & passion like a pro . Participate in #TwoKaDum #contest & #win a Dell Sound bar. #ContestIndia <

HYPERLINK>
I2 : The image shows a man holding a laptop and talking to his colleague

Generated: The image features a woman holding a laptop computer and a hockey stick smiling

Listing 2: A few Transsuasion examples sampled from the ground truth data
"username": "GreenpeaceNZ",
"tweet_x": "A win for our oceans and so, for all of us . #nzbanthebag # endoceanplastics https :// t .co/4YiAUmDSss",
"tweet_y": "BOOM! This is a huge win for the oceans and for people power.\nOceans are the life support system of our planet and they are already in

crisis . Seabed mining would further threaten their ability to sustain life , including our own. https :// t .co/018BtIb8zp",
"date_x": "2018−08−10 08:59:23",
"date_y": "2018−08−28 04:32:08",
" likes_x ": 14,
" likes_y ": 356

"username": "EnvDefenseFund",
"tweet_x": "Scott Pruitt is recklessly denying climate reality &amp; gutting the EPA when people need it most. https :// t .co/v9rMAgygal",
"tweet_y": "Scott Pruitt is using the EPA to prop up big coal . His false promises are irresponsible and short−sighted . https :// t .co/PzGGwExWiD",
"date_x": "2017−09−12 12:06:33",
"date_y": "2017−09−26 21:27:14",
" likes_x ": 18,
" likes_y ": 179,

"username": "DellTechIndia ",
"tweet_x": "Ensure your work−from−home employees have purpose−built solutions that meet their specific needs. Dell ecosystem of remote work

solutions delivers everything to enhance remote productivity with #LifeKaNayaBalane. \nKnow more: https :// t .co/svszRCvCBk #RemoteWork",
"tweet_y": " Protect your employees working from home as if they were in the office , with Dell ecosystem of remote work solutions that delivers

secure remote work experience . Let your employees experience #LifeKaNayaBalance with trusted devices : https :// t .co/pxHBdsp0pa #
RemoteWork",

"date_x": "2020−12−11 11:30:00",
"date_y": "2020−12−12 11:30:00",
" likes_x ": 8,
" likes_y ": 362,

"username": "RadeonPRO",
"tweet_x": "Divide, accelerate and create with the Radeon Pro Duo professional graphics card . https :// t .co/tYRKOw6Cky",
"tweet_y": "With the Radeon Vega Frontier Edition and Radeon Pro Software, professionals can accelerate diverse workflows. https :// t .co/ njmcc6jtFi

",
"date_x": "2017−05−15 16:00:04",
"date_y": "2017−06−27 14:13:18",
" likes_x ": 9,
" likes_y ": 304,
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"username": "Greenpeace",
"tweet_x": "\u201cFolks in developed countries eat far more meat and dairy than the global average .\ u201d\n\nLower emissions, more land for

capturing carbon: we have so much to gain from rich countries switching to plant−based diets .\ n\n#ClimateCrisis # JustTransition https :// t .
co/LIAE7xPQhg",

"tweet_y": "Europeans consume around twice as much meat as the global average , and about three times as much dairy .\ n\nWe need a massive shift to
healthier , sustainable plant−based diets , especially in wealthy countries .\ n\n#ClimateCrisis #LessMeatLessHeat https :// t .co/ZzndGjjXnf",

"date_x": "2022−01−12 12:00:01",
"date_y": "2022−01−23 10:01:28",
" likes_x ": 80,
" likes_y ": 404,

"username": "Acrobat",
"tweet_x": "Ditch the manual PDF merging processes. With Acrobat DC online tools , combining PDFs into a single document is quick , easy , and

effective . https :// t .co/SlzTS9oxsC",
"tweet_y": " It ’s time to unlock maximum PDF power. \ud83d\udcaa Edit, annotate , and comment on documents with Acrobat DC online tools . https :// t .co

/9f77ZfyceM",
"date_x": "2021−02−19 21:00:38",
"date_y": "2021−02−25 22:00:35",
" likes_x ": 18,
" likes_y ": 335,

"username": "maramanidotcom",
"tweet_x": "Hacks for cleaning toilets have been shared and reshared time and again . However, we have gone above and beyond to compile the best−

ever hacks for a sparkling loo . Cleaning solutions shared will help you shine fixures and many more https :// t .co/X91J2KGp2R",
"tweet_y": "Here’s what we know about toilet cleaning hacks and how you can get yours to sparkle too . This ten tips will mix in household products

to help you with the maintainance and buffing their features https :// t .co/mqAG682nr1",
"date_x": "2020−09−15 17:15:29",
"date_y": "2020−10−17 10:15:16",
" likes_x ": 5,
" likes_y ": 481,

Listing 3: Transcreation Examples
GreenpeaceIndia: India added more clean energy alternatives than coal in 2018 :sun : lightning However, to mitigate #climatechange , we need to

completely phase−out coal and transition towards clean energy. #SolarOverCoal #BoomAndBustReport2019

Add power to the movement:>> https :// goo.gl /F3j5yh

105 likes
10:24 AM, Mar 29, 2019

GreenpeaceUSA: Solar and wind power has quintupled in a decade. But we have to keep fighting against fossil fuels to make sure a world with 100%
renewables becomes a reality ! http :// bit . ly /2OjHdyw

50 likes
2:30 AM, Mar 24, 2019
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F Correlation Between Time and Likes

Feature Correlation Coefficient p-value
ADDIMG -0.054 1.504e-31
FFPARAP -0.044 6.212e-11
FFREF -0.006 9.784e-11
HILIGHT -0.044 1.349e-101
PARAP -0.011 0.090
REF -0.001 0.504
TEXTONLY 0.002 0.674
VISONLY 0.003 0.487

Overall -0.006 1.22e-18
Table 11: Correlation coefficients and p-values for the relation between like difference and the time difference
between two semantically similar posts. The values indicate that there is no correlation between the difference in
likes and time.

Brand Correlation Coefficient p-value
AMC Theatres -0.028 1.844e-06
Dell Tech India -0.013 0.020
Google Cloud Tech -0.016 0.036
House Of CB -0.026 5.842e-08
MSFT Mechanics 0.013 0.000
Reliance Digital -0.079 8.668e-30
Reliance Ent 0.087 2.531e-37
mtnug 0.029 0.003
RedBull KTM Ajo 0.003 0.027
Harvard 0.004 0.014

Table 12: Correlation coefficients and p-values for the relation between like difference and the time difference
between two semantically similar posts by the same account. The accounts were sampled randomly. The values
indicate that there is no correlation between the difference in likes with time.

G Human and Expert Eval

Unlike other NLP and CV tasks where humans are the topline for any model’s performance, behavior
simulation is a relatively hard task for humans. It has been shown in several studies that expert human
opinions fare similar to non-experts (e.g., predicting economic and political trends [Tetlock, 2017]
and societal change: [Collaborative, 2023]), and the opinion of non-expert population is just above
a random coin toss for most behavioral tasks (e.g., predicting cascades [Tan et al., 2014] or image
memorability [Isola et al., 2013]).

We conducted several studies with both expert marketers and non-experts to estimate their capability to
simulate behavior. We worked with a Fortune-500 company expert marketers for this task. Marketers
usually have to run multiple advertisements for a single campaign at the same time. We estimated
the correlation of their past spend data with several behavioral metrics: impressions, cost per click
(CPC), cost per pixel (CPP), cost per 1000 impressions (CPM), and clicks. Table 13 shows the results
of these studies where we observed that despite being experts in marketing, the budget allocation by
these marketers had almost no correlation with any of the key performance indicators.

Human Eval Protocol: Particpants submitted their ideas and they were independently shown the AI
generated captions fot these ideas. They are then allowed to submit their feedback in the form of
like or dislike (not compulsorily). Based on their feedback they are further prompted for Reason and
Feedback. We filtered the feedbacks that were related to the experimental setup. The actual protocol
of the experiment can be seen in the figure 9 below.
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Brand Correlation Coefficient (r) p-value
Impressions 0.039 0
Clicks 0.076 2.74e-61
CPC 0.047 2.736e-24
CPM 0.191 0.0
CPP 0.207 0.0

Table 13: Pearson correlation coefficients (r) and associated p-values for the relationship between marketer-
allocated advertisement budget and five key performance indicators (KPIs): Impressions, Clicks, Cost Per Click
(CPC), Cost Per Thousand Impressions (CPM), and Cost Per Purchase (CPP). Budget allocation serves as a
proxy for marketer confidence in advertisement efficacy. Data were collected from a Fortune 500 company’s
marketing campaigns (n > 1,000 advertisements) over a 12-month period. Results suggest no statistically
significant correlation between marketing spend and advertisement performance across all measured KPIs,
indicating potential limitations in expert marketers’ ability to predict advertisement success.

Voter is shown the generated
tweet  and they can like or

dislike leading to

Like

Reason

Feedback

Dislike

Reason

Feedback

Figure 6: Protocol for the human-eval experiments, participants are shown generated captions independently
and they are allowed to upvote/downvote, based on their decision they are prompted to optionally provide their
reasoning from a list of options along with detailed feedback in comments.

H Prompt Listings

Listing 4: Behavior Simulation

System prompt: You are an expert Twitter marketer responsible for evaluating your brand’s tweets ’ quality and engagement
potential . I am giving the following details to you: text content , attached media ( if any) , date and time when the tweet
has to be posted , your brand name, and the username of the Twitter account (your brand might have multiple subbrands) .
Analyze the tweet’s relevance , creativity , clarity , originality , brand tone and voice all from the perspective of the

tweet’s potential for generating user interaction . Provide a concise assessment of the tweet’s potential impact on the
target audience .

A tweet will be posted by {Brand} from username: {Username} on {Date}. The tweet contains the following text : "{Tweet}".
Along with the tweet text , there is media featuring { Media_content_description }.

Consider factors such as the account’s influence , the relevance of the tweet and media content , the date / occasion of posting
. Based on this information , estimate the engagement level of this tweet by assigning it a label of low, medium, or
high . Give me the label only and nothing else .

Listing 5: Behavior Simulation Example
System prompt: You are an expert Twitter marketer responsible for evaluating your brand’s tweets ’ quality and engagement

potential . I am giving the following details to you: text content , attached media ( if any) , date and time when the tweet
has to be posted , your brand name, and the username of the Twitter account (your brand might have multiple subbrands) .
Analyze the tweet’s relevance , creativity , clarity , originality , brand tone and voice all from the perspective of the

tweet’s potential for generating user interaction . Provide a concise assessment of the tweet’s potential impact on the
target audience .

A tweet will be posted by toyota from username: ToyotaCenter on November, 2017. The tweet contains the following text : "
Starting the night off with <USERNAME>!

:smiley : : <USERNAME> <HYPERLINK>". Along with the tweet text, there is media featuring "A man singing into a microphone with
a black hat on"

Consider factors such as the account’s influence , the relevance of the tweet and media content , the date / occasion of posting
. Based on this information , estimate the engagement level of this tweet by assigning it a label of low, medium, or
high . Give me the label only and nothing else .

Listing 6: Content Simulation using keywords (Key)

System prompt: You are a seasoned Twitter marketer , tasked with crafting compelling tweets to engage your audience and
promote your brand’s products , services , and ideas . Write concise and attention −grabbing tweets that resonate with your

target demographic, incorporate relevant hashtags and visuals , to encourage user interaction such as likes , retweets ,
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and comments. Maximize the impact of each tweet by leveraging your understanding of current trends and the preferences
of your followers . Ensure your tweets consider language, tone , structure , and brand voice , maintaining clarity ,
coherence, and persuasiveness . Utilize provided brand details like username and date of posting to personalize your
tweets and enhance brand recognition . Aim for content that is original , resonates with the target audience , and
contributes to the overall goals of your marketing strategy .

"Craft a tweet for {company} to be posted from the username {username} incorporating the provided keywords: {keywords}. The
tweet will be published on {date }. Ensure that you infuse relevant details such as current or upcoming festivals /
holidays or seasonal references , if appropriate . Align the tweet with the brand’s tone and voice while effectively
utilizing the given keywords. Aim for clarity , relevance , and persuasiveness to maximize its engagement with the target
audience ."

Listing 7: Content Simulation using Image Description (IMG)

System prompt: You are a seasoned Twitter marketer , tasked with crafting compelling tweets to engage your audience and
promote your brand’s products , services , and ideas . Write concise and attention −grabbing tweets that resonate with your

target demographic, incorporate relevant hashtags and visuals , to encourage user interaction such as likes , retweets ,
and comments. Maximize the impact of each tweet by leveraging your understanding of current trends and the preferences
of your followers . Ensure your tweets consider language, tone , structure , and brand voice , maintaining clarity ,
coherence, and persuasiveness . Utilize provided brand details like username and date of posting to personalize your
tweets and enhance brand recognition . Aim for content that is original , resonates with the target audience , and
contributes to the overall goals of your marketing strategy .

"Craft a tweet for {company} to be posted from the username {username} based on the provided image description : {
image_description }. The tweet will be published on {date }. Ensure that you:

1. Highlight key visual elements from the image.
2. Mention any products , services , or brand elements visible in the image.
3. Include relevant hashtags .
4. Suggest an action or interaction , such as liking , sharing , or commenting.
5. Infuse relevant details such as current or upcoming festivals / holidays or seasonal references , if appropriate .
6. Align the tweet with the brand’s tone and voice while effectively utilizing the given image description .

Aim for clarity , relevance , and persuasiveness to maximize its engagement with the target audience ."

Listing 8: Content Simulation using webpage (Web)

System prompt: You are a seasoned Twitter marketer , tasked with crafting compelling tweets to engage your audience and
promote your brand’s products , services , and ideas . Write concise and attention −grabbing tweets that resonate with your

target demographic, incorporate relevant hashtags and visuals , to encourage user interaction such as likes , retweets ,
and comments. Maximize the impact of each tweet by leveraging your understanding of current trends and the preferences
of your followers . Ensure your tweets consider language, tone , structure , and brand voice , maintaining clarity ,
coherence, and persuasiveness . Utilize provided brand details like username and date of posting to personalize your
tweets and enhance brand recognition . Aim for content that is original , resonates with the target audience , and
contributes to the overall goals of your marketing strategy .

"Craft a tweet for {company} to be posted from the username {username}. The tweet will contain an URL which can be described
as follows : {webpage description } . The tweet will be published on {date }. Ensure that you infuse relevant details such
as current or upcoming festivals / holidays or seasonal references , if appropriate . Align the tweet with the brand’s

tone and voice while effectively utilizing the given keywords. Aim for clarity , relevance , and persuasiveness to
maximize its engagement with the target audience . Make sure to keep the tweet relevant to the context of the webpage"

Listing 9: An example for Content Simulation using keywords (Key)
System prompt: You are a seasoned Twitter marketer , tasked with crafting compelling tweets to engage your audience and

promote your brand’s products , services , and ideas . Write concise and attention −grabbing tweets that resonate with your
target demographic, incorporate relevant hashtags and visuals , to encourage user interaction such as likes , retweets ,

and comments. Maximize the impact of each tweet by leveraging your understanding of current trends and the preferences
of your followers . Ensure your tweets consider language, tone , structure , and brand voice , maintaining clarity ,
coherence, and persuasiveness . Utilize provided brand details like username and date of posting to personalize your
tweets and enhance brand recognition . Aim for content that is original , resonates with the target audience , and
contributes to the overall goals of your marketing strategy .

"Craft a tweet for Apple to be posted from the username AppleSupport incorporating the provided keywords: iPhone, iOS, update ,
support . The tweet will be published on December 25, 2021. Ensure that you infuse relevant details such as current or

upcoming festivals / holidays or seasonal references , if appropriate . Align the tweet with the brand’s tone and voice
while effectively utilizing the given keywords. Aim for clarity , relevance , and persuasiveness to maximize its
engagement with the target audience ."

Listing 10: Comparative Transsuasion

System prompt: You are an expert Twitter marketer responsible for evaluating your brand’s tweets ’ quality and engagement
potential . I am giving the following details to you: text content , attached media ( if any) , date and time when the tweet
has to be posted , your brand name, and the username of the Twitter account (your brand might have multiple subbrands) .
Analyze the tweet’s relevance , creativity , clarity , originality , brand tone and voice all from the perspective of the

tweet’s potential for generating user interaction . Provide a concise assessment of the tweet’s potential impact on the
target audience .

Compare the performance of two tweets (A) and (B) posted by {username}, {company}, which were posted close to each other . One
tweet significantly outperformed the other in terms of engagement metrics . Analyze the content , style , and context of

each tweet to determine which one is likely to gain more likes .
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(A): "{Tweet1}" posted on {Date1}
(B): "{Tweet2}" posted on {Date2}
Answer with A or B only, nothing else .

Listing 11: Comparative Transsuasion Example
System prompt: You are an expert Twitter marketer responsible for evaluating your brand’s tweets ’ quality and engagement

potential . I am giving the following details to you: text content , attached media ( if any) , date and time when the tweet
has to be posted , your brand name, and the username of the Twitter account (your brand might have multiple subbrands) .
Analyze the tweet’s relevance , creativity , clarity , originality , brand tone and voice all from the perspective of the

tweet’s potential for generating user interaction . Provide a concise assessment of the tweet’s potential impact on the
target audience .

Compare the performance of two tweets (A) and (B) posted by BestBuyCanada, best buy, which were posted close to each other .
One tweet significantly outperformed the other in terms of engagement metrics . Analyze the content , style , and context
of each tweet to determine which one is likely to gain more likes .

(A): "Laptop #FlashSALE − SAVE up to $250! Today only, in−store & online !" posted on 2015−06−26 17:06:01
(B): "#CanadaDaySALE on NOW! Get HOT DEALS on tons of cool products in−store & online this weekend" posted on 2015−05−13

16:15:33
Answer with A or B only, nothing else .

Listing 12: Generative Transsuasion

System prompt: You are a seasoned Twitter marketer , tasked with crafting compelling tweets to engage your audience and
promote products , services , or ideas .

Write concise and attention grabbing tweets that resonate with your target demographic, incorporate relevant hashtags and
visuals , and encourage user interaction such as likes , retweets , and comments. Maximize the impact of each tweet by
leveraging your understanding of current trends and the

preferences of your followers . Ensure your tweets consider language, tone , structure , and brand voice , maintaining clarity ,
coherence, and

persuasiveness . Utilize provided brand details like username and date of posting to personalize your tweets and enhance brand
recognition . Aim for content that is original , resonates with the target audience , and contributes to the overall goals
of your marketing strategy .

TASK_PROMPTS["PARAP"]: "Paraphrase and refine the following draft tweet for {username}, {company} to ensure it gets higher
engagement. Your goal is to enhance the tweet’s language and structure to optimize engagement while maintaining the
original message and intent .

Draft tweet :
"{tweet_x}"
The new tweet is to be published on {date }, give me the paraphrased tweet , do not deviate much from the original tweet .

TASK_PROMPTS["FFPARAP"] = Paraphrase and refine the following draft tweet for {username}, {company} to ensure it gets higher
engagement. Your goal is to enhance the tweet’s language and structure to optimize engagement while maintaining the
original message and intent . You can also add a relevant image to the tweet to make it more engaging and visually
appealing if you think it is necessary .

Draft tweet :
"{tweet_x}"{verb}
The new tweet is to be published on {date }, give me the paraphrased tweet and visuals ( if any) only , do not deviate much from

the original tweet .

TASK_PROMPTS["FFREF"] = Refine and improve the following draft tweet for {username}, {company} to ensure it gets higher
engagement. Your goal is to enhance the tweet’s language, tone , content , and structure slightly to optimize engagement
and align with the brand’s voice while staying close to the original intent . You can also add a relevant image to the
tweet to make it more engaging and visually appealing if you think it is necessary .

Draft tweet :
"{tweet_x}"{verb}
The new tweet is to be published on {date }, give me the refined and improved tweet and visuals ( if any) only .

TASK_PROMPTS["REF"] = Refine and improve the following draft tweet for {username}, {company} to ensure it gets higher
engagement. Your goal is to enhance the tweet’s language, tone , content , and structure slightly to optimize engagement
and align with the brand’s voice while staying close to the original intent .

Draft tweet :
"{tweet_x}"
The new tweet is to be published on {date }, give me the refined and improved tweet only .

TASK_PROMPTS["VISONLY"] = Write a media description for the image that should accompany the tweet from {username}, {company}
to market the same product , event , webpage, or idea that the original tweet is promoting. Leverage your creativity ,
understanding of current trends , and knowledge of the brand to create a catchy image that encourages user interaction
and aligns with the overall marketing strategy . Here is the draft tweet for your reference , stay true to the intent of
this tweet

Draft tweet :
"{tweet_x}"{verb}
The new tweet is to be published on {date}
New tweet:
"{tweet_y}"
Give me the new media description only .
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TASK_PROMPTS["HILIGHT"] = Compose a new tweet from the following draft tweet for {username}, {company} to ensure it gets
higher engagement. The tweet will feature a link to a webpage described as follows :{webpage}. Your goal is to enhance
the tweet’s language and structure slightly to optimize engagement while maintaining the original message, context of
the webpage and intent .

Draft tweet :
"{tweet_x}"{verb}
The new tweet is to be published on {date }, give me the paraphrased tweet and visuals ( if any) only .

TASK_PROMPTS["ADDIMG"] = Compose a tweet for {username}, {company} to ensure it gets higher engagement. Your goal is to
enhance the tweet’s language, tone , content , and structure to optimize engagement and align with the brand’s voice
while staying close to the original intent . Add a relevant image to the tweet to make it more engaging and visually
appealing .

Draft tweet :
"{tweet_x}"
The new tweet is to be published on {date }, give me the refined tweet and visuals only .

TASK_PROMPTS["TEXTONLY"] = Compose a tweet for {username}, {company} similar to the following draft.
Refine the tweet and ensure that the new tweet aligns with the brand’s voice , engages the target audience , and includes

relevant hashtags and visuals to maximize impact. Leverage your creativity , understanding of current trends , and
knowledge of the brand to craft compelling content that encourages user interaction and aligns with the overall
marketing strategy . Here is the draft tweet for your reference , do not change the visuals of the tweet , but refine the
text to enhance its effectiveness and appeal .

"{tweet_x}"{verb}
Here is the media that would accompany the new tweet: {verb2}
The new tweet is to be published on {date }, give me the new tweet only .

Listing 13: Generative Transsuasion:Transcreation

System prompt: You are a seasoned Twitter marketer , tasked with crafting compelling tweets to engage your audience and
promote products , services , or ideas .

Write concise and attention −grabbing tweets that resonate with your target demographic, incorporate relevant hashtags and
visuals , and encourage user interaction such as likes , retweets , and comments. Maximize the impact of each tweet by
leveraging your understanding of current trends and the

preferences of your followers . Ensure your tweets consider language, tone , structure , and brand voice , maintaining clarity ,
coherence, and

persuasiveness . Utilize provided brand details like username and date of posting to personalize your tweets and enhance brand
recognition . Aim for content that is original , resonates with the target audience , and contributes to the overall goals
of your marketing strategy .

"Using the draft tweet for {username1} targeting {demographic1}, generate a well−performing tweet for {username2} targeting {
demographic2} under the same company {company}. Your goal is to adapt the original tweet to suit the preferences and
interests of the second demographic while maintaining the overall message and intent .

Draft tweet for {username1}:
"{tweet_x}"
The new tweet for {username2} is to be published on {date }. Adapt the tweet to resonate with {demographic2} and ensure higher

engagement."

Listing 14: Generative Transsuasion Example
System prompt: You are a seasoned Twitter marketer , tasked with crafting compelling tweets to engage your audience and

promote products , services , or ideas .
Write concise and attention grabbing tweets that resonate with your target demographic, incorporate relevant hashtags and

visuals , and encourage user interaction such as likes , retweets , and comments. Maximize the impact of each tweet by
leveraging your understanding of current trends and the

preferences of your followers . Ensure your tweets consider language, tone , structure , and brand voice , maintaining clarity ,
coherence, and

persuasiveness . Utilize provided brand details like username and date of posting to personalize your tweets and enhance brand
recognition . Aim for content that is original , resonates with the target audience , and contributes to the overall goals
of your marketing strategy .

TASK_PROMPTS["PARAP"]: "Paraphrase and refine the following draft tweet for DellTechIndia , Dell to ensure it gets higher
engagement. Your goal is to enhance the tweet’s language and structure to optimize engagement while maintaining the
original message and intent .

Draft tweet :
"We are overwhelmed by the response we have received in our "Know Your City− Hyderabad" #contest. Stay connected as we will

announce our winners tomorrow. #India_RealTransformation #DellTechForum"
The new tweet is to be published on 2019−09−16 14:30:00, give me the paraphrased tweet , do not deviate much from the original

tweet .

TASK_PROMPTS["FFREF"] = Refine and improve the following draft tweet for AARPadvocates, aarp to ensure it gets higher
engagement. Your goal is to enhance the tweet’s language, tone , content , and structure slightly to optimize engagement
and align with the brand’s voice while staying close to the original intent . You can also add a relevant image to the
tweet to make it more engaging and visually appealing if you think it is necessary .

Draft tweet :
" It ’s time to make your plan to vote & vote safely .\ n\ nStart here : right : right <HYPERLINK> #ProtectVoters50Plus <

HYPERLINK>
Make your voice heard this election . Learn about the issues & how to vote safely at <HYPERLINK>
# ProtectVoters50Plus <HYPERLINK>"
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The new tweet is to be published on 2020−10−16 19:00:24, give me the refined and improved tweet and visuals ( if any) only .

Listing 15: Targeting performance,
System prompt: You are an expert in social media analysis , specializing in identifying Twitter usernames based on tweet

content . Utilize your deep understanding of social media patterns , user behavior , and tweet characteristics to
accurately predict the most likely username that could have posted a given tweet . Analyze the tweet’s language, tone ,
hashtags , and any identifiable patterns that align with known behaviors of specific users or brands . Your goal is to
match the tweet to the correct username by considering the tweet’s content , context , and any other relevant details .

Predict the username from the following options that likely posted the following tweet , considering the provided content and
context . Analyze the tweet’s language, tone , hashtags , and identifiable patterns to make an accurate prediction . Ensure
that your prediction aligns with the characteristics and typical behavior of the user or brand that would post such a

tweet .

Tweet: "{tweet}"
Options:
(A) Option 1
(B) Option 2
...

Choose the correct option and give me the option and nothing else .

Listing 16: Human Eval Prompt,
System prompt: You are an expert in social media engagement analysis , with a keen understanding of what makes content succeed

or fail on platforms like Twitter . Your task is to evaluate tweets and determine whether they are more likely to be
upvoted or downvoted based on their content , tone , relevance , and overall appeal to the target audience . Leverage your
knowledge of current trends , audience preferences , and effective communication strategies to make these assessments
accurately . Your predictions should consider the nuances of social media interactions , focusing on what drives user
engagement positively or negatively .

" Classify the following tweet as either ’upvoted’ or ’downvoted’ based on its content , tone , relevance , and overall appeal to
the target audience . Consider the tweet’s effectiveness in engaging users and the likelihood of it receiving positive
or negative interactions . Provide your classification and nothing else "

Tweet: "{tweet}"

Listing 17: Human Eval Prompt,
System prompt: You are an expert in social media engagement analysis , tasked with determining the reasons behind user

interactions with tweets . When a tweet is upvoted, it reflects positive user engagement. Your job is to analyze the
content of the tweet and predict the most likely reason for the upvote from the provided options . Consider the tweet’s
quality , relevance , inspiration value , and overall appeal to users when making your determination .

"Given that the following tweet was upvoted, select the most likely reason for the upvote from the options provided . Analyze
the tweet’s content and context to make an accurate prediction . Provide your choice by selecting (A) to (E) and nothing

else "

Tweet: "{tweet}"

Options:
(A) Prompt accurately interpreted
(B) High quality
(C) Great for inspiration
(D) Production ready
(E) Exceeds expectation

Listing 18: Human Eval Prompt,
System prompt: You are an expert in social media engagement analysis , tasked with determining the reasons behind user

interactions with tweets . When a tweet is downvoted, it reflects negative user engagement. Your job is to analyze the
content of the tweet and predict the most likely reason for the downvote from the provided options . Consider the tweet’
s quality , relevance , and alignment with user expectations when making your determination .

"Given that the following tweet was downvoted, select the most likely reason for the downvote from the options provided .
Analyze the tweet’s content and context to make an accurate prediction . Provide your choice by selecting (A), (B) or (C
) and nothing else "

Tweet: "{tweet}"

Options:
(A) Poor quality
(B) Irrelevant results
(C) Unexpected content

Listing 19: Human Eval Prompt,
System prompt: You are an expert in social media engagement analysis , tasked with simulating feedback for generated tweets .

Your goal is to predict and provide detailed feedback on how a tweet is likely to be received by its audience . This
includes assessing the tweet’s quality , relevance , tone , and overall appeal , as well as the likely reasons for upvotes
or downvotes. Provide your feedback in a structured format , considering both positive and negative aspects of the tweet
.
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"Simulate the feedback for the following tweet by predicting how it will be received by its audience . Include potential
reasons for upvotes or downvotes, considering aspects such as quality , relevance , tone , and overall appeal . Provide a
brief analysis of the tweet’s strengths and weaknesses."

Tweet: "{tweet}"

Feedback:

Listing 20: Marketing Blogs: Dwell time
System prompt: You are an expert in content performance analysis , specializing in predicting the engagement metrics of blog

posts . Using your understanding of content trends , metadata, and reader behavior , your task is to classify blog posts
into three groups based on their dwell time: low, medium, and high. Leverage the provided metadata to make accurate
predictions .

" Classify the following blog post into one of the three dwell time groups: low, medium, or high . Use the metadata, including
the title , author , date of publication , tags , and estimated reading time, to inform your decision . Provide your
classification and nothing else ."

Metadata:

Title : { title }
Author: {author}
Date of Publication : {date of publication }
Tags: {tags}
Estimated Reading Time: {estimated reading time}
Dwell Time Group: (low, medium, high)

Listing 21: Marketing Blogs: Views
System prompt: You are an expert in content performance analysis , specializing in predicting the popularity metrics of blog

posts . Using your understanding of content trends , metadata, and audience preferences , your task is to classify blog
posts into three groups based on their number of views: low, medium, and high. Leverage the provided metadata to make
accurate predictions .

" Classify the following blog post into one of the three views groups: low, medium, or high . Use the metadata, including the
title , author , date of publication , tags , and estimated reading time, to inform your decision . Provide your
classification and nothing else ."

Metadata:

Title : { title }
Author: {author}
Date of Publication : {date of publication }
Tags: {tags}
Views Group: (low, medium, high)

Listing 22: Transcreation:UsernameClassification,
"Here is a twitter account with the description {USERNAME}{DESCRIPTION}. Please classify them as belonging to a person, a

company, organization, company, university , or other .

ASSISTANT: Sure according to the username and description the username could be "

Listing 23: InstructTransuassion:Generate the instruction

You are a seasoned senior Twitter marketer and analyst , skilled in crafting compelling tweets to engage your audience and
promote products , services , or ideas . You excel at writing concise and attention −grabbing tweets that resonate with
your target demographic, incorporate relevant hashtags and visuals , and encourage user interaction such as likes ,
retweets , and comments. Your task is to help me improve my tweet (A) by providing broad suggestions based on a better
version (B) that you already have. Do not give me the exact instructions but broad suggestions and thematic ideas , such
as :

Persuasion strategy : Consider the ethos ( credibility ) , pathos (emotion), or logos ( logic ) .
Structure : Evaluate the effectiveness of headlines , subheadings , and overall organization .
Voice/ tone : Decide whether the tweet should be confident , friendly , formal , informal , humorous, serious , etc .
Language: Assess the simplicity or complexity of the language used.
Brand alignment : Include textual or visual elements that reflect the brand identity .
Narrative : Analyze the storytelling approach using facts , stories , etc .
Clarity and brevity : Ensure the messaging is clear and concise .
CTA strength: Assess the strength and clarity of the call −to−action .
Imagery: Use relevant imagery, infographics , slogans , etc .
Brand colors : Utilize brand colors and consider their psychological impact.
Consistency : Ensure the visibility and consistency of logos , taglines , and slogans .
My draft (A): "TWEET_A"
Better Version (B): "TWEET_B"

Give me the top 2−3 suggestions that can be inferred from (B) to improve (A). Do not give me the exact changes, only themes/
ideas , in brief .
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Listing 24: Transcreation:UsernameMapping,
"Here is a mapping of some twitter handles and their parent companies. {DRAFT_MAPPING}
Based upon this keep bucketing the usernames further to the appropriate company, if none of them is applicable create a new

entry for the company.

USERNAME: The username is {username}, the name is {name}, and the bio reads "{ description }", the user operates from { location
}, the account is { verified_type } verified as . The account was created on { created_at }

ASSISTANT: Sure according to the username and description the username could be "

I Limitations and Broader Impacts

In this paper, we deal with the persuasiveness of LLMs. We introduce benchmarks to measure their
persuasiveness. Measuring, benchmarking, and tracking LLMs’ persuasiveness translates to direct
financial, political, and social gains to advertisers, political parties, and governments, respectively.
For example, although the U.S. government has allocated billions of dollars towards vaccination-
related initiatives by the CDC (Centers for Disease Control and Prevention) [Sekar, 2021], and
the Department of Health and Human Services has invested an unprecedented $250 million into
campaigns targeting the coronavirus [Moore, Thomas, 2021], vaccine hesitancy persists alongside
low vaccination rates across various demographic groups [Dror et al., 2020, Sallam, 2021]. A system
that can generate provably persuasive messages can potentially help break this vaccine hesitancy.
Conversely, such systems may exert a harmful influence on societies, such as shaping political
inclinations [Tappin et al., 2023], amplifying the dissemination of misinformation [Lukito, 2020],
or encouraging ill-informed consumer choices [Boerman et al., 2017]. Therefore, it is important to
scientifically study, measure, benchmark, and track the persuasiveness of AI models. In this paper,
we aim to study and develop such benchmarks and computational methods of the effect of language
(as disconnected from other factors such as speaker, audience, time, etc.) on its persuasiveness.
Further, recently, Durmus et al. [2024] showed a scaling trend across model generations with each
successively bigger model being rated to be more persuasive than the previous. Using instruction
fine-tuning, we develop a simple fine-tuning regime to increase the persuasiveness of a message
beyond those generated by much larger (13-100x) LLMs like GPT-3.5, GPT-4, thus proving that
persuasion ability can also be achieved by smaller LLMs and is not necessarily a scale property.

In this paper, we deal with a single attempt of persuasion. In many cases, there will be a sequential
attempt to persuasion. We plan to deal with this in the future works. Further, we didn’t study the
audience dependence of transsuasion. Currently, to the best of our knowledge, there do not exist any
publicly datasets to study this effect. We plan to work on collecting these in the upcoming works.
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Voter is shown the generated
tweet  and they can like or

dislike leading to

Like

Reason

Feedback

Dislike

Reason

Feedback

Figure 7: Protocol for the human-eval experiments, participants are shown generated captions independently
and they are allowed to upvote/downvote, based on their decision they are prompted to optionally provide their
reasoning from a list of options along with detailed feedback in comments.

(a) This figure displays the distribution of
the logarithm of the ratio of likes between
two tweets in a persuasion pair. The ratio
is calculated by dividing the likes of the
high performing tweet by the likes of low
performing tweet.

(b) This figure displays the distribution of
the difference in likes between two tweets
in a persuasion pair.

(c) This plot shows the distribution of the
log-transformed differences in likes across
percentiles. The y-axis represents per-
centiles from 0 to 100, while the x-axis
displays the log of the differences in likes.

Figure 8: xxx

Rebuttal

Task Model Training BLEU-1 BLEU-2 ROUGE-1 ROUGE-L BERTScore

Ref Ours (CS+BS+TS) (13B) 1 ep 46 23 30 35 30
Ours (CS+BS+TS) (7B) 1 ep 29 12 13 17 24

Parap Ours (CS+BS+TS) (13B) 1 ep 67 30 42 48 43
Ours (CS+BS+TS) (7B) 1 ep 38 14 20 23 30

FFRef Ours (CS+BS+TS) (13B) 1 ep 49 24 31 36 31
Ours (CS+BS+TS) (7B) 1 ep 30 11 14 18 25

FFPara Ours (CS+BS+TS) (13B) 1 ep 70 33 43 51 45
Ours (CS+BS+TS) (7B) 1 ep 41 15 22 25 32

AddImg Ours (CS+BS+TS) (13B) 1 ep 74 33 43 51 44
Ours (CS+BS+TS) (7B) 1 ep 45 19 26 27 33

VisOnly Ours (CS+BS+TS) (13B) 1 ep 45 22 39 35 50
Ours (CS+BS+TS) (7B) 1 ep 38 15 27 29 49

TextOnly Ours (CS+BS+TS) (13B) 1 ep 52 24 23 30 41
Ours (CS+BS+TS) (7B) 1 ep 41 19 18 21 33

Hilight Ours (CS+BS+TS) (13B) 1 ep 55 26 33 38 42
Ours (CS+BS+TS) (7B) 1 ep 38 15 20 24 31

Table 14: Results of Generative Transsuasion (TS-GT) using NLP Metrics.

Voter is shown the generated
tweet  and they can like or

dislike leading to

Like

Reason

Feedback

Dislike

Reason

Feedback

Figure 9: Protocol for the human-eval experiments, participants are shown generated captions independently
and they are allowed to upvote/downvote, based on their decision they are prompted to optionally provide their
reasoning from a list of options along with detailed feedback in comments.
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Figure 10: Enter Caption

Model Size Training Behavior Simulation (BS) Comparative Transsuasion (TS-CT)
Random Brand Time Random Brand Time

Ours (CS+BS+TS) 13B
0.50 ep 56.8 51.6 50.5 73.3 64.5 64.9
0.75 ep 60.2 56.5 55.9 75.6 70.0 69.9
1.00 ep 61.3 57.8 59.4 80.9 77.3 78.2

7B 1.00ep 56.1 55.1 56.2 74.1 68.0 63.3

Table 15: Results for Behavior Simulation (BS) and Comparative Transsuasion (TS-CT). The table reports the
accuracy of various models on unseen randomly sampled data, unseen accounts, and unseen time test sets. For
behavior simulation results, the tweets are divided into three bins based on their monthly likes percentiles: low
(0-30), medium (30-80), and high (80-100). For comparative transsuasion, the model has to tell which tweet
will get more engagement out of a pair of tweets (T1,T2). As we see from the table, our model trained with
CS+BS+TS performs better than all other models. Accuracy of both GPT-3.5 and 4 increases as the number of
shots increases, with the accuracy starting barely above the random baseline in 0-shot.

Model Training Content Simulation (CS) Generative Transsuasion (TS-GT) Avg.
EloKey Web Img Ref Parap FFRef FFpara AddImg VisOnly TextOnly Hilight TC

Ours (13B) 1ep 1241 1279 1263 1287 1275 1243 1302 1298 1254 1290 1305 1136 1293
1ep, 3it 1245 1265 1259 1301 1271 1266 1297 1283 1248 1287 1310 1134 1304

Ours (7B) 1ep 1095 1082 1121 1041 1040 1042 1102 1089 1091 1109 1001 987 1099

Table 16: Results for generative transsuasion (TS-GT) evaluated with Oracle-as-a-judge. The table shows Elo
ratings of various models pitted against each other over multiple rounds. We find that the instruct version of our
model performs the best, followed by posts generated using 3-iterations through our model, and then followed by
GPT-4 5-shot-2-iterations. We find that multiple iterations increase the Elo ratings for the models. The baseline
and topline are tweets T1 (low-engagement tweet) and T2 (high-engagement tweet) from a transsuasion pair
(T1,T2).
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Task Model Training BLEU-1 BLEU-2 ROUGE-1 ROUGE-L BERTScore

Web Ours (CS+BS+TS) (13B) 1 ep 48 23 31 36 32
Ours (CS+BS+TS) (7B) 1 ep 30 15 14 19 20

Key Ours (CS+BS+TS) (13B) 1 ep 43 21 29 33 28
Ours (CS+BS+TS) (7B) 1 ep 32 14 16 11 22

Img Ours (CS+BS+TS) (13B) 1 ep 50 24 32 37 33
Ours (CS+BS+TS) (7B) 1 ep 42 18 20 21 25

Table 17: Results for Content Simulation (CS). BLEU, ROUGE, and BERTScore on Content Simulation Tasks.
The table measures the performance of three tasks: KEY: Keyword to tweet, WEB: Webpage to tweet, IMG:
Image to Tweet. It can be seen from the table that our model performs the best, followed by GPT-4 and
LLaMA-3-70B.

Model Training ∆ Likes
Low Medium High Average

Ours (CS+BS+TS) (13B) 1ep 79 74 12 55
Ours (CS+BS+TS) (7B) 1ep 61 48 -11 33

Table 18: Results on Generative Transsuasion (TS-GT) showing the proportion of tweets in each bucket (high,
medium, low likes) that improved or became worse after transsuasion as per Oracle-as-judge.
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